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The goal: The article highlights the main 

issues of statistical analysis in clinical trials. 
Statistical processing is a complex multi-stage 
process, the level of scientific organization of 
which decisively determines the quality of the 
accumulated statistical data, the results of their 
processing and comprehension. 

Modern medicine cannot be imagined 
without the use of accurate and reliable 
methods of analysis and forecasting. It is known 
that the theory of probability and mathematical 
statistics arose in the middle of the 17th century 
as a result of the development of society and 
commodity-money relations. 

Statistics, like any other science, arose 
from the practical needs of people. Even in the 
ancient world, the need to collect taxes, perform 
military service and other social activities led to 
the need to take into account the population, its 
location, occupation. 

 
Results: Like any science, statistics has 

its own subject of study and its own specific 
methods. The subject of statistics is the 
quantitative aspect of mass phenomena in any 

field, inextricably linked with their qualitative 
content. At the same time, the quantitative 
expression of the patterns of development of 
these phenomena is carried out taking into 
account the specific conditions of place and time 
[1,2,6,7]. 

The specific methods by which statistics 
studies mass phenomena form the statistical 
methodology (or method of statistics). 

In any statistical study, three successive 
stages can be distinguished: 

1. Statistical observation, that is, the 
collection of primary statistical material. 

2. Grouping and summary of observation 
results. 

3. Calculation of the specific 
characteristics of the phenomenon under study 
and analysis of the obtained summary and 
calculation materials, formulation of 
conclusions and proposals [1,2]. 

At these stages of statistical research, 
specific methods are used, which together form 
the content of the methodology of statistical 
science. 
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A common feature of the information 
that makes up statistics is that they always do 
not refer to one single (individual) 
phenomenon, but cover a whole group of such 
phenomena (elements) with related 
characteristics. 

Statistical processing is a complex multi-
stage process, the level of scientific organization 
of which decisively affects the quality of the 
accumulated statistical data, the results of their 
processing and comprehension. 

Currently, a large number of scientific 
studies are being carried out in various areas of 
medical activity, but statistical processing does 
not always meet modern requirements, which 
raises serious doubts about the results 
provided. This situation causes some 
bewilderment, since there is a sufficient amount 
of literature on the peculiarities of statistical 
processing of medical data3, as well as a wide 
range of software (the package of applied 
statistical programs Biostat, Statistica 6.0 from 
Install Shield Software Corporation (USA); 
software package SPSS (PASW Statictics) for 
Windows, etc.). 

The application of statistical methods is 
not a formal procedure, it is a creative activity. 
And, like any creative activity, planning 
research and interpreting the results obtained 
require deep knowledge in the field of 
mathematics2. 

 The responsibility is also great - often it 
is the statistical evaluation of the results of 
clinical trials that determines the decision in 
favor of this method of treatment. In practice, 
statistical analysis is either formally performed 
by physicians themselves, or, after data 
collection, their analysis is entrusted to 
mathematicians who are not related to medical 
applications. In addition, often insufficient 
attention is paid to research planning. 

As a result, already after the end of the 
information collection stage, when trying to 
apply statistical tests, it may turn out that the 
collected data is not enough to form a 
statistically significant conclusion about the 
advantages of one compared treatment method 
over another. And here, even the most complex 
mathematical methods for analyzing the results 
obtained will not save the situation if they were 

obtained in the course of an illiterately planned 
study [2,6]. 
 
Pearson correlation coefficient 

And yet, why can't regression analysis be 
used to describe the tightness of the 
relationship? The residual standard deviation 
could be used as a measure of the closeness of 
the relationship. However, if you swap the 
dependent and independent variables, then the 
residual standard deviation, like other 
indicators of the regression analysis, will be 
different. We choose a hypothetical example: in 
ancient times, there were two types of Homo 
Sapience on earth: the first group was tall, and 
the second group was pygmies (short). 

According to the sample we know of from 
12 ancient earthlings, two regression lines were 
built. In one case, the weight is the dependent 
variable, in the second it is the independent 
variable. The regression lines are noticeably 
different. It turns out that the relationship of 
height with weight is one, and weight with 
height is another. The asymmetry of regression 
analysis is what prevents it from being directly 
used to characterize the strength of a 
relationship. The correlation coefficient, 
although its idea stems from regression 
analysis, is free from this shortcoming. Here is 
the formula[3,6,7]. 

 

𝑟 =
∑(𝑋 − �̅�)(𝑌 − �̅�)

√∑(𝑋 − �̅�)2 ∑(𝑌 − �̅�)2
 

 
where 𝑋 ̅and  �̅� are the mean values of the 
variables 𝑋 and 𝑌. 

The expression for 𝑟 is "symmetrical" - 
by swapping 𝑋 and 𝑌, we get the same value. The 
correlation coefficient takes values from -1 to 
+1. The closer the relationship, the greater the 
absolute value of the correlation coefficient. The 
sign shows the direction of the connection. At 
𝑟 > 0, they speak of a direct correlation (with an 
increase in one variable, the other also 
increases), with 𝑟 < 0, they speak of an inverse 
one (with an increase in one variable, the other 
decreases). the strongest direct correlation: 𝑟 =
+1. the strongest inverse correlation: 𝑟 =– 1. 
the correlation is direct, also quite strong: 𝑟 =
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 0.8. there is no relationship between the 
features: 𝑟 = 0. 
Let's take an example from 12 ancient 
earthlings, which we have already considered 
from the point of view of regression analysis. 
Let's calculate the correlation coefficient. The 
initial data and intermediate results of 
calculations are given in the table below.  
 Sample size n = 12, average height 

�̅�=∑
𝑋

𝑛
=

1402

12
= 116,8 and weight �̅�=∑

𝑌

𝑛
=

222

12
= 18,5 

 
We find:  ∑(𝑋 − �̅�)(𝑌 − �̅�) = 143,0;   ∑(𝑋 −
�̅�)2 = 241,7; ∑(𝑌 − �̅�)2 = 103,0;  

 
Let's substitute the obtained values into the 
formula for the correlation coefficient: 

 

𝑟 =
143,0

√241,7 × 103,0
= 0,91 

 
The value of 𝑟 is close to 1, which 

indicates a close relationship between height 
and weight. To get a better idea of which 
correlation coefficient should be considered 
large and which should be considered 
insignificant, take a look at the correlation 
coefficients 

 
Table. The steps taken to calculate the correlation coefficient for group 2: 

 

 № X Y 𝑿 − �̅� 𝒀 − �̅� (X-�̅�)(Y-�̅�) (X-�̅�)2 (Y-�̅�)2 

1 120 21 3,2 2,5 7,9 10,0 6,3 

2 121 22 4,2 3,5 14,6 17,4 12,3 

3 118 19 1,2 0,5 0,6 1,4 0,3 

4 116 17 -0,8 -1,5 1,2 0,7 2,3 

5 119 20 2,2 1,5 3,3 4,7 2,3 

6 117 18 0,2 -0,5 -0,1 0,0 0,3 

7 115 16 -1,8 -2,5 4,6 3,4 6,3 

8 108 13 -8,8 -5,5 48,6 78,0 30,3 

9 113 18 -3,8 -0,5 1,9 14,7 0,3 

10 122 19 5,2 0,5 2,6 26,7 0,3 

11 123 24 6,2 5,5 33,9 38,0 30,3 

12 110 15 -6,8 -3,5 23,9 46,7 12,3 

  116,8 18,5 0,0 0,0 143,0 241,7 103,0 

 
The table shows the main calculated 

values for calculating the correlation coefficient 
in our example, which we analyzed above. 

 
Relationship between regression and 
correlation 

We initially used examples of correlation 
coefficients to build regression lines. Indeed, 
there is a close relationship between the 
correlation coefficient and the regression 

analysis parameters, which we will now 
demonstrate. Different ways of presenting the 
correlation coefficient, which we will get in this 
case, will allow us to better understand the 
meaning of this indicator. 

Recall that the regression equation is 
constructed in such a way as to minimize the 
sum of squared deviations from the regression 
line. 
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Table. Examples of correlations 
 

Example 
Coefficient 
correlations r 

Volume 
sample n 

Height and weight of ancient earthlings 
(table) 

0,91 12 

 
Conclusion: Thus, the processing and 
presentation of data obtained in the course of 
the Pearson correlation coefficient in clinical 
trials includes several main stages: determining 
the nature of the analyzed feature (quantitative, 
qualitative); dependent or independent groups; 
determination of the type of distribution 
(normal or non-normal). The adequacy of the 
choice of statistical methods of analysis is 
decisive in the correct interpretation of the data 
obtained. 
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