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This article deals with the construction and study of exact schemes, as well as their
corresponding truncated schemes of the "m" rank for the marginal problem in the case of a
system of ordinary second-order differential equations with degeneration.

In this case, the matrix coefficients are considered to be non-self-adjoint, satisfying
the Gelder condition on the segment [-1; 1] with a degree 4 (0 < ¢ < 1) . Due to the choice
of a special uneven grid that takes into account the type of degeneration, a high accuracy of
truncated difference schemes of the m-th rank was achieved.

It is proved that when the matrix coefficients P(x), Q(x) satisfy the Gelder condition
with a degree u (0 < u < 1)on the segment [-1;1] and their elements are piecewise
continuous functions on said segment, truncated schemes of the "m" rank have an accuracy

This score is not improvable in the class of piecewise continuous functions.

Edge problem, degeneracy, exact three-point difference scheme,
truncated difference scheme, scheme rank, template, grid, uneven
grid, norm, special norm, difference norm, Gelder condition,

Keywords: continuity, grid step, grid node, ordinary differential equation,

convergence,

Kronecker symbol, template matrix functions,
operator, Green function, recurrence relation, matrix series,
Lipschitz condition, Cauchy-Buniakovsky inequality, difference
scheme error, scalar product of vectors in R?, energy inequality.

Precise difference schemes for boundary
problems were constructed and investigated by
A. N. Tikhonov and A. A. Samarsky in [1,2]. With
the help of precise schemes, truncated
difference schemes of any order of accuracy are
built, which play an important role in practical
calculations. In [3], these results are transferred

to the edge problem in the case of a system of
second-order differential equations without
degeneration. Precise and truncated difference
schemes of any order of accuracy for a non-self-
adjoint boundary value problem in the case of a
degenerate system of second-order differential
equations are considered in the work [5].
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In the present work, selecting a special
uneven grid on [-1,1] for the type of degeneracy,
the above-mentioned results extend to the non-
self-adjoint boundary problem in the case of a
system of ordinary second-order differential

schemes relies significantly on the properties of
template functions, which are solutions to the
corresponding Cauchy problems for a
homogeneous system of equations. The paper
presents the conditions under which the exact

equations with degeneration. As in the scalar
case,

difference scheme can be reduced to a
the construction of such difference homogeneous divergent form.
1. Problem statement. Let's consider the regional task

LIF() = & (P(9)-Q)=-(), @ 297 (1.1)
P(x)= P(x)=. o | .. 001.2)

3aeck P(x)=((1-x2)Pi(x), Pi(x)=j=1, ||P,; ()|

-1<x<1
di

w1

i,j=1
n

Q1(x)= - 3a1aHHbIEe BellleCTBEHHbIE, HECHUMMETPHUYHbIE ||qi,j (x)”ij_1

square matrices of order nxn, ( U(x) — HCKOMaH.fX) are given n dimensional vectors of the function.
Matrices satisfy the conditions P; (x)u Q(x)
0<G;(¥,¥) < (P1x) ¥, 9) < G, D),
0< Q)G (0, ) < (¥,¥) < G, Y),
Vv y €E™,>0, = (0)||y]l # 0C;il,4
Kpome Toro, notpe6yem, uto P ij(x), qii(x), fi(x), € Q©@[—1,1](1.4)
i.e. the elements of the matrices P1(x), Q(x) and vector (fx) are piecewise continuous on[—1; 1]the
function.
Let =<<... <<<.. <wp,{—1 = x_yX_y41XoX1xy=1} uneven on [-1; 1] grid. The nodes and grid pitch are
determined by the formulas:
hi=-=(1-(-0.5)/xix;1 3, IN),

x; = sign(x;) Thoy hi= sign(x;) =(1-i/2N)), i=-N,N. (1.5)
OnpepenuM ab0HHbIEe MaTpUUHbIEe QYHKIUU Vji(x) ,j=1,2;i=—N+1,N—-1 ,
kak Solutions to Cauchy's problems:

LPQ V (x)=6, x;_1<x<, j=1,2 ,x;_1

avi(x)
9 | =(1E, 8 —n+1(1.6)

dx
Vi0=E, POOx4 18-t 222 |y, =(10ES oy iFNF LN 1.
rje © — MaTpwulla C HyJIeBbIMH 3JIeMeHTaMu, E — eJinHu4YHas MaTtpuua, §; ;- The Kronoker symbol.
Lemma 1. Let the conditions (1.3) be satisfied, then the template matrix functions (Vjix) ,j=1.2; i=

meet —N + 1, N — 1 the following conditions:
1) (Vj‘x)-linearly independent;

(1,3)

V1i0=E ) P(X)xi—lgi,—N+1

b) (Vjix) nevbibirthneie, i.e.
det(x)#0, XVjii-1<X<Xi+1 (1.7)
The lemma is proved as in the case of a uniform grid (see,[5]).

Lemma 2. Let the conditions (1,3) and P(x)= Then the template matrix functions (P*(0),Q(x) =
Q" (x).V}'x),j=1,2, have the following properties:

1) Vi(x1)= V3" (xi-1) , i=—N + 2,N = 2,
2) Vll(xiH): VZL*(XL) B i=—N+ Z,N -2 ,
[ * i % Xi P
3) (1) Sin-1 Vi (Xiga )+ Sin-1V2" (xi—1) + (1-) 6y -nea Vo (% )+ V17 (dt+ x;) fxi—1 QO Vi(®) (1-
Sin-)VE (x)+ V3 (dt, =x;) [T Q) Vi(®)i=N + LN —1.
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The proof is carried out, as in [4 p.205], with minor changes. Next, we build the Matrix function
of the Green (G'x,) operator on the segment , which is the solution of the boundary
problemé L@ [x; _, x;44]

(P(x) Gx'(x,6))x —Q() G'(x, ) =0, § #x,

Gi(xi—l) = Gi(xi+1) =0 ’ i=—-N+ Z,N -2 ’ (18)

P11 (%0 Loy = POGY 1,0 L,y =0,
And satisfying the conditions =0, = -[Gl(x, E)]x=€[P(x) Gy'(x, E)]x=EE , where

[Gix 9], = G +0,8)-G(~0,9
Lemma 3. Let the conditions (1,3) , (1,4) be satisfied , then the Green matrix function of the
operator G*(x, £)L(Q exists and has the form

| Vi) ViG] V) x < €
G'(x,$)= VEE) Vs ()] V() x <€ (1.9)
x, §€[x;—1, Xi11]
Proof. The lemma is proved as in a uniformmesh tea (see, [3]).
2. Accurate diagram.
Definition. The exact three-point difference scheme (TTRS) for the problem (1.1), (1.2) let's call
the difference scheme of the form

Ji=++ AP, Q(1Fir1 BiIP(), QIFi1 Fi[P(), (), F ()]
B—N+15;—N:: , i:'N+1 ) N']. . AN—lj}O (2.1)
where the elements of the matrix coefficients , and the vector are functionals depending on

AiBiﬁl- P(x), Q(x), (fx) when x changes on the segment
[xi—1,Xi+1], and the conditions =, = and , in addition, the operator is linear on the third argument.

J 4(x)i=N+ LN = 1F[P(),Q(),f ()]
Theorem 1. Let the conditions (1.3), (1.4) be met, then the TTPC for problem (1.1), (1.2) exists
and can be represented as =-, =-.(4uz),; — D;U; + hll (A; — Bl-)ﬁ,g,iﬁ'iiN +1,N—-1

B—N+1ﬁ3?,N+1== . 0 :ANaf,N—10(2-2)

rae h; =-,), xixi—1h; = 0.5(h; + hiy14i41 = [hi_+11[72i(xi)]_l
B =[Gl b =T'Q). F=T'().

Xi+1

Ny 1 . _. ; _.
Py = o [ wo Wedn + v« [ e wods
L
Xi-1 Xi

Proof. Multiply equation (1.1) on the left by Green's matrix function
G!(x, §) and integrating the po from to after simple transformations, we obtain a difference scheme
of the form (2.2), which is exact by construction. £x;_;x;41
Lemma 4. Let the conditions (1.3) be met then when
Vix)=(V"x), j=1.2; =-. IN+1,N—-1(2.3)
TTIIC (1.13) is reduced to a divergent form
(Aug)s -Ditl =-Fi , x, €y,
A—N+1af,N+1::AN—1af,N—10
The proof is obvious.
3. Truncated difference schemes. The accuracy of truncated circuits.

Finding matrix solutions (V"x) explicitly in the general case is not possible, so on the segment we

enter the local coordinate system: [x;_1, X;41] X =, X; + sh*s = (x-)/x;h*
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h; npn x€[x;_1,x],

hiy1 mpu X € [x;, x344]

Then the original segment is transformed into a segment [-1;1], the point s = 0 will correspond to
the point x = .x;

Put

7 09=0=Vix; +shi {

Where is h* = {

h;a'(s,h) ,i=-N+2,N—1 ,

a Ntl(s,h_yi1),i=—N+1.
P(x)=0= Vix, + sh, {h”l Floh) Li=—N+LN=2,

B'(s,hy_1),i=N—1.

[lla6sioHHBIE MaTpUuHbIe pyHKIIUU «a'(s,h), are solutions to the corresponding Cauchy problems
for and B*(s, h)V{V; . We will look for these solutions in the form.
a'(s,h)=, (s)=Xio hi" a () B'hiss ZiZohins™B () (3-1)
rae ap, Py determined by recurrence formulas
ah(s)=, ;[ PO déii=-N+2,N-1ag"*"'=E
ak(s) = [° 15,0 Oab,(OP1()dtde, , i=-N+1,N-1(32)
Bh()=, 5, [ PTI@ i = -N+1,N =25 =
BL()=, ;k=1.23,... [° [} G (B (DP ()dtdéi= -N+1,N -1
If in the formulas (3.1) instead of, (a‘(s, h)B’s, put h;4,)
a™(s,h)=, = Xiko h* aj ()B™ (s, h)) Bito hisa ™ i (5)
To instead of the exact diagram (2.2) we get a difference scheme of the form
()Am%x,i—iiDm}_}+(hliAmi-iBm):-W—,lﬁmi,i =N+ 1L,N—-1
BZnN+15;>E,—N+1== ) =AW3792,N—15 i-N+1L,N-1 . (3.3)
raedlly =, [B7(0,hi)] B ™= @™ (0, h)] !
D™ =(T™Q(s)) , =T(Rf(s)) ,
T™((s)) =+ W[a™(0,h)] [°, a™(& h)W (&) dE[B™(0,hiy )] ™ [ f™(E hiy )W (8) dé
W(s)=W(). X; + sh*(3.4)
The three-point difference scheme (3.3), (3.4) will later be called the truncated difference scheme of
the m-th rank for the problem (1.1), (1.2) in the case of an uneven grid.

Let's study the properties of matrix functions,,. For the sake of brevity, here are only proofs of
the properties of . , have similar properties and we will not give them separately.

a'(s,hy), (s, hiy1) @ (5)Bi(s)a' (s, hy), @ (s)Marpuunbie bynkiuun B(s,hi11)Bi(s)
Lemma 5. Suppose the conditions (1.3) ,(1.4) are satisfied, then >0 that at O< () there are
inequalities 3 hyh, < hgh, = maxh;

|a'(s,h)|| < CA—x) A+ %), (3.5)

la™(s, hy)l| f CA-x)'A+x-)7", (3.6)

[lei(s, 0] | s ca-xpt @+, (3.7)

Ila™(s )] < CA—-x) A +x)™h, (3.8)

Proof. Prove inequality (3.5)

i o 2k || (S 2 s (PLT(my.¥)dn Sz (S dn

(s, h)|| < Zio b [lai () and (ao(s)y,¥) = |-, T SMIVIP 2 s <
C(s+1) - NI N

m , .l = ' N+2 ,N 1

Cneposarenbho , J|ab(s)|| < M(1 —x)71(1 + x;_) 2 (1 +5)
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|laé(s)||=* where , , that follows from the conditions (1.4) ||f_slf_n1Qv(t)a(i)(s)ﬁfl(n)dtdnn <

B () ~ ; _ o (1 ~_ ~
£, AL Geollab(s)llatdn < M2 - M1 - 2)2(1 + x) 7 2P0l < M0 <
M,

[Janee applying mathematical induction, we find that

2k -
k()| < MF*IMF(L = 2) (1 + x_) 7% 1(1(;21), ,i=;k=1,2,3..2,N — 1

Using the obtained inequalities, we estimate the norm « i(s, h;)

i o 2k i -1 1 hi?M-My -(1+s)3
||(Zl(S, hl)” < Zk:O hi ||a,lc(s)|| < M (1 - Xi) (1 + xi_l) ll + s+ (1—xi)(11+xi—1) 31
( h;?M-M, )2 (145s)5 n +( h;i2M-M; )k(1+s)2k+1 l

(1-x)(A+x;-1) 5! (1—x)(1+x;-1) (2k+1)!

h? h;
(A-x)(A+x;-1) — 2(1-hy)
npu 0 meets the conditions <1 and the series in square brackets is majorized next to < h; < 2(M -
My +2)h? - M- My /((1 = x) * (1 + x;1))

(1+s)3 (1+s)2k+1
31 (2k+1)!
cyMMo# KoToporo siBjasieTcss GyHkuuu f(x)=0.5(exp(1+s)-exp(-1-s)).
It is not difficult to verify that this function will be incremental for any s€[—1,0] and
max f(0)=f (0)=0.5(e-)=e "k
CnepoBaresbHo . [|ai(s, hy)|| < C(1 — x)7*(1 + x;_1) " 'Since,
la™(s,h)]|| < ||ai(s, hi)|| inequality follows from proven inequality (3.6).

Tak kak

)

1+s+ +..

. -1
OueHKa cBepXxy /1 HOPMbl MaTPUILLbI ||a‘(0, hl-)” it follows from the fact that, taking into account

the estimates for the norm, it is possible to write down i(O,hi)]_ln <
[0, 0] || NEE + och] 1
. 1 s [Prtap-Pri(s)]an] ! _ s ang
e [af(0,h)] " = [P () [ 1i- (xl+nh 7t T mo? | - |2, Getmh?
H-1 [PL (=P (9)]dn] 1
Pris) [2, B [ pris.
[lepexopas to the norms in the resulting equality at s=0 we have

e mol ™| <[ s—gr—s] niE e

5 (0 [[Prton-Pr )]an) "
rae A =A()=(0)0,h; P, f_1 [[ 1 1_17(xi+1nh;2] 7)]

s+1 - fs dn - s+1

(I—2x-))A+x) " J_ 3 1=(+nh)? ™ (1T —x)(1+2x;-4)
It is known thatif <1,then==||A||[E + A] 7' [E — A+ A? — A3 + A* — . |7Y{[-A + 42 — A3 + A* -
~][E + A} E.
CnepoBarenbHo, L|[[E +A]7Y| < 1+ ||A|l + ||A]l +- = ﬁA”
what can be achieved if you require the continuity of the matrix <1 that when <, the inequality is
fulfilled P;1(s) , Torga 3 Takoe 0 < hy0 < h,h,
|Pr () — P~2(s)|| < 0(1) for V7,s€[—1,0], c yueToM Bblie cKa3aHHOTO UMeeM

b mol || < 1A =D + 2 [1 = [B@] +_gax 1572 =t @] or
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Jlabcs o] | = [[{z + [wbtsbo] * [Ban [ mol [} <1

leb (s, )] | 2520 A [0, h)] 7 |5, b)) | < MQ = xim) (@ x).
AHaJIOFI/I‘{HO JI0Ka3bIBaeTcsl HepaBeHCTBO (3.8) . B ganbHeiieM noTpedyem ,

HenpepbIBHOCTD 1o I'esibaepy co crenenbio u (0 < p < 1) matrices P;1(x) , and Q(x) ie.
inequalities are being met
IPTC) = P )| < Kalx =y, 1Q(G) = QI < Kalx — y|* for ¥ x, y€(=1,1),
K;, K,=const. (3.9)

Atp =1, matrices are called Lipschitz continuous.

Let's introduce the following scalar works on the grid @p,

W, D)y, = D (i, U by

rae under the sign of the sum is the usual scalar product of vectors in R™.

Ecsu enter notation

Qi (s)= =, by T2 b 2™ Dol (s) al(s,h)a™ (s, hy)

iz (s,)= hy1q Y=o hi+12(k+m+1)ﬁli+m+1 (s)= ﬁi(sl hi+1)‘ﬁ(m) (s,h;) .
then for matrices
Nijm*D(,) (=1,2,) i=—N+1,N — 1 uMeloT MeCcTO cjeaylole HepaBeHCTBa

)

CN~-(@m+2) i=-N+1

2™ (s b, )” < {C(l +x)7 (1 = x;4) " IN"EMHD = N F1,N=2
bz CN-(m+2) i=N-1

These inequalities are proved as analogous inequalities from the work [5] taking into account the
unevenness of the grid.
The following occurs:
Lemma 6. Suppose the conditions (1.3), (1.4) are satisfied. Then there is such a hy>0 that, at 0< ()
h, < hyh, = max {h; }the inequalities are satisfied

—+ )1 . -1ny-Cm+2) i _ N x99 N —1
||Q(m+1)(slhi)||S{C(1 )7 (1 +x.0)7IN i=-N+2,N—1

)

(D B, B +(A B, 5, = C(| (1 — 22z 150 (3.10)
((a0m - pem)s,, a)hi| < Ch. (|| 1- xZ)%a,z”hi + ||a||hi) (3.11)
|4, =A™ || < c - x?n-CmD (3.12)
|B: = B < c(1 = x2)N-Cm+2 (3.13)
;= D™ || < cn-CmD || F - B < en-eme (3.14)

If you additionally require the continuity of The Gelder matrices P~1(x) and Q(x) with a degree u(0 <
1 < 1) then,

(a0 = B)5,5) < cnr([[a-xis| + s, (3.15)

Proof. Inequalities( 3.10)-(3.15) are proved as similar inequalities from the work [5] taking into
account the unevenness of the grid.

Using lemmas 5 and 6, we will prove the following basic theorem on the convergence rate of truncated
difference schemes of the m-th rank (3.3).

Theorem 2. Suppose the conditions (1.3) and (1.4) are satisfied and the matrices P~1(x), Q(x) are
continuous according to Gelder with a degree u(0 < u < 1) . Then there exists such (hy) hy > Othat at
0<h, < h, truncated difference scheme of the m-th rank (3.3) has an accuracy of 0() i.e.N ~(3m+2)

fair inequalities
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I = lly, <CN-Cm+20)(14) 15lly,, (3.16)

where V. is the differenceanalogy of space V in the case of an uneven grid .

1
@, Dy, =+| (1~ 222l B | D,

1/2
5lly, =Gy, )
Proof. Letu (x) be the solution of the exact scheme of the boundary problem (1.1), (1.2), y(x) be the
solution of the corresponding truncated difference scheme (3.3). Through Z = 4 — y the denotation of
the error of the truncated difference scheme (3.3). Assuming i = Z + y in the exact scheme (2.2) we
getthe following problem for the error Z .
(AZg)gi+ =+ Difi%(Ai — B)Zg, ((Agm) - Ai)f’f)f _%(Agm) —Ai+B; - Bi(m))}’i +- (Di - Di(m)))_}i +

l 0 l

E™F, i=-N+1,N-1
B—N+1ZJ?,—N+1 =0, -ANZx,N—l =0
Scalarly Z multiplying the resulting expression
by and applying the formula of summation in
parts , the Cauchy-Boone yakovsky inequality,
using the method of energy inequalities [4],
after simple transformations we obtain a proof
of the theorem.
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