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1. Introduction 

Network traffic analysis [1] [2] is critical for 
ensuring the security of sensitive data, 
especially in the e-commerce, banking, and 
commercial sectors. Therefore, it goes without 
saying that network traffic analysis is critical. 
While network traffic analysis and forecasting 
are reactive in nature, they are proactive in 
that they monitor the network for security 
breaches to guarantee that they do not occur. 
In order to build effective congestion 
management systems and identify legitimate 
and malicious packets, network traffic analysis 
is a critical step. With these strategies, network 
congestion is avoided because network 
resources are distributed based on anticipated 
traffic. It's crucial to be able to estimate 
network traffic for a variety of reasons, 
including dynamic bandwidth allocation, 
network security, and network planning. There 
are two types of predictions: long-term and 

short-term. Long-term traffic forecasting 
allows for more minute planning and better 
judgments since it provides a precise forecast 
of traffic models for evaluating future capacity 
requirements. Dynamic resource allocation is 
connected to short-term prediction 
(milliseconds to minutes). It may be used to 
enhance QoS processes, control congestion, and 
manage resources optimally. Packet routing is 
another usage for it. For network traffic 
analysis and prediction, a variety of methods 
are utilized, including time series models, 
current data mining techniques, soft computing 
approaches, and neural networks. 
In network traffic analysis, machine learning 
(ML) [3] [4] approaches have gotten a lot of 
attention. As noted below, ML approaches may 
be broken down into four categories. There are 
four types of learning: supervised, semi-
supervised, unsupervised, and reinforced. 
When it comes to large data analytics and 
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knowledge discovery, Deep Learning (DL) is a 
critical stage in many machine learning 
methodologies. Deterministic learning has 
found applications in a wide range of 
industries, from the computer vision and 
healthcare industries to transportation and 
smart farming. Apart from that, technology-
based firms have begun to pay attention to DL 
(TBC). There are several significant firms that 
generate enormous volumes of data every day, 
such as Twitter, YouTube or Facebook [5]. 
Because processing such a large volume of data 
using typical data processing techniques is 
nearly unfeasible, deep learning algorithms are 
used to evaluate and extract useful information 
from the generated data. Using network traffic 
analysis and machine learning, this study sheds 
light on the intersection of two rapidly 
developing fields.[6] 
 

2. Literature Review 
No previous study has examined how NTMA 
and deep learning are related, much alone 
examined how deep learning models apply in 
NTMA. It's a significant addition to the 
discussion. NTMA's data mining and 
conventional machine learning approaches 
have been the subject of a few academic 
studies. A few research have provided some DL 
models for NTMA applications, such as traffic 
classification. Rezaei et al. [7] studied 
categorized encrypted traffic using DL models. 
Several DL-based traffic classification models 
were examined as part of this research project. 
However, it did not look at other NTMA 
applications, which are the focus of this paper. 
[8] examined supervised, unsupervised, and 
semi-supervised malware analysis learning 
algorithms. Aside from that, this research also 
addresses the underlying issues and concerns. 
However, the authors did not conduct any 
study on the importance of DL in malware 
analysis and detection. 
Researchers Conti et al. [9] claim to have 
undertaken a thorough investigation of 
network traffic analysis. There are three 
criteria on which relevant works may be 
categorized, according to them: (1) analysis 
goal, (2) traffic monitoring location, and (3) 
chosen mobile operating system platform. (s). 

Naive Bayes and C4.5 decision trees, as well as 
random forests and k-means were among the 
algorithms investigated. The study compares 
mobile device analysis methodologies, 
validation procedures, and results. As a result, 
whereas [9] focused on typical machine 
learning approaches, our study focuses on deep 
learning models. 
Fadlullah and colleagues investigated DL 
models and architectures for network traffic 
control systems in [10]. In contrast to our 
study, which focused on NTMA's network 
architecture, this paper examines how deep 
models are used in the network. 
When it came to the NTMA, D'Alconzo et al. 
used a big data strategy. Researchers studied 
prior studies that used big data approaches to 
better understand network traffic statistics. 
Also, for four essential NTMA applications, such 
as traffic classification, traffic prediction, fault 
management, and network security, the 
researchers took a cursory look into huge data 
analytics (such as conventional machine 
learning). The key difference between this 
study and others is that no consideration was 
given to DL models. 
Finally, Verma et al. [11] looked at the real-
time processing of enormous amounts of IoT 
data. Real-time IoT data analytics approaches 
using network data analytics were investigated 
by the authors of this research. Real-time IoT 
analytics are also examined in the study's 
application cases and software platforms. This 
study, in contrast to earlier ones, did not 
investigate data analytics using DL models. 
In data mining from large datasets, outlier 
detection, as presented by [12] is a major 
research subject and an important issue in 
several disciplines. In data mining applications, 
outliers, traditionally known as noisy data, 
have emerged as a prominent focus. 
Unrecognized and unexpected data may be 
detected with the help of outlier detection. 
When it comes to data quality, data preparation 
focuses on issues like outliers and noise. This 
step's major objective is to eliminate obstacles 
to data analysis. 
Using the outlier score, authors in [13] 
described two approaches for discovering and 
removing outliers in a health care dataset: the 
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Distance-Based outlier detection method and 
the Cluster-Based outlier algorithm. It was 
discovered that the cluster-based outlier 
detection algorithm was more accurate when 
used with three integrated health care datasets 
than the distance-based outlier detection 
technique. Authors [14] Provided a survey that 
gave a comprehensive and articulated review 
of outlier classifications in various temporal 
data systems, methodologies employed to 
identify and remove them from the database, 
and setups with appropriate detection 
techniques implemented in specific 
applications.  
Work in [15] came up with Feature-Rich 
Interactive Outlier Detection (FRIOD). When 
using the proposed outlier detection approach, 
users will be able to provide feedback at every 
stage of the process. Dense cell selection was 
part of the process, as were distance 
thresholding and top outlier verification. Data 
clustering is a data mining technique with a 
variety of uses, including the detection of 
outliers. 
Data clustering and outlier detection were the 
primary concerns of the author [16]. When 
identifying the cluster center, the authors used 
a modified K-means type technique that 
incorporated an extra "cluster." Actual and 
fictitious data improved the algorithm's 
performance. 
Open Computing Language was used by the 
author in [17] to develop a parallel processing 
system for fuzzy associative classification. The 
proposed method employed a CPU-GPU 
implementation to find outbreaks of infectious 
diseases, such as influenza, using disease and 
environmental data that had already been 
gathered. In addition, the study compared the 
Hybrid technique's results to those of the other 
approaches. 
Association rule mining on Electronic Medical 
Records (EMR) was utilized by the author in 
[18] to find groups of risk factors and their 
related subpopulations that are linked to 
patients with a high risk of diabetes 
development. The high dimensionality of EMRs 
necessitates the use of association rule mining 
to generate a large number of rules needed for 
clinical use. Predicting which patients will 

acquire heart disease was done by researchers 
[19] using fuzzy rule-based categorization 
linguistics. Using the framework, professionals 
may access existing patient data to make 
diagnoses and obtain a quick analysis of the 
decision. 
The Radial Basis Function (RBF) neural 
network was examined by researchers in [20] 
for its use in general-purpose supervised feed 
forward neural networks. It's flexible and uses 
fewer locally modified components than other 
systems. It was shown that the RBF neural 
network outperformed both the commonly 
used Multilayer Perceptron (MLP) network 
model and the classic logistic regression when 
using Wisconsin breast cancer data. Logistic 
regression was shown to have lower predictive 
power than both neural network models with 
high sensitivity and specificity. The neural 
network models outperformed logistic 
regression on a different dataset as well. 
Research demonstrates that RBF's neural 
network has superior prediction abilities and 
requires less time to run. There are certain 
downsides of RBF, including its sensitivity to 
the number of dimensions as well as its 
inability to handle large datasets. 
Three different machine learning methods 
were used across four different healthcare 
datasets in [21] to examine the performance of 
several data mining classification 
methodologies. The criteria employed are the 
accuracy and error rate percentages for each 
classification approach. The 10 fold cross 
validation technique is used to conduct the 
trials. Using a dataset as a guide, the strategy 
with the highest accuracy and lowest error rate 
is selected. Results show that various 
classification algorithms respond differently to 
distinct datasets, depending on the kind and 
magnitude of their features. A dataset's 
classification strategy with the highest 
accuracy and lowest error rate was selected as 
the best classification approach. 
Using diabetes forecasting as an example, [22] 
created a Decision Support System that makes 
advantage of the strengths of both OLAP and 
Data Mining in order to anticipate future 
conditions and give relevant information for 
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optimal decision making. It also compared the 
ID3 and C4.5 decision tree algorithms' outputs. 
A decision tree classifier-CART was tested on 
multiple breast cancer datasets to see how well 
it performed with and without feature 
selection in terms of accuracy, model creation 
time, and tree size. Preprocessing, such as 
feature selection, significantly improved 
classification accuracy, according to the 
research. There was a significant improvement 
in classifier accuracy when any of the feature 
selection approaches were used. Three 
different breast cancer datasets were subjected 
to a variety of tests to see if the same feature 
selection strategy could get the best results 
across the three datasets. The study's findings 
suggest that for some breast cancer datasets, a 
particular feature selection may not yield the 
best results. The number of attributes, kinds of 
attributes, and occurrences define the best 
feature selection strategy for a particular 
dataset. Since each new dataset must be 
examined, it's necessary to try out a variety of 
feature selection procedures before settling on 
the most effective one for improving classifier 
performance. Once a dataset's optimum feature 
selection strategy is identified, it may be used 
to increase the accuracy of the classifier. [23] 
 

3. Methodology 
Methodology consists of three machine 
learning algorithm. These algorithms are KNN, 
support vector machine and naïve bayes. 
The K-NN classifier has been used in several 
researches to sort data. Numerous algorithms 
are employed in pattern recognition to sort out 
the items and classify them. K-NN is a 
classification algorithm that uses the closest 
training samples to classify objects. K-NN is a 
kind of event-based learning. When utilizing a 
locally estimated function, calculations are 
delayed until after classification. This study 
was carried out by [24]. The KNN classification 
strategy is the most straightforward when 
there is minimal prior knowledge of the data's 
distribution. KNN is a well-known pattern 
recognition classification technique. There 
have been several studies done on various data 
sets that show outstanding outcomes when 
using the KNN calculation. 

When K is 1, the Nearest Neighbor (NN) rule is 
the most basic sort of KNN rule. To make use of 
this method, all samples must be grouped 
together according to how similar they are to 
one another. Using this method, it is possible to 
make an educated guess about a sample's 
categorization if the classification of its closest 
neighbors is unknown. A training set and a 
query sample can be used to calculate the 
distance between samples from the training set 
and those from the query set. As a 
consequence, the unknown sample's identity 
may be determined by comparing it to its 
categorization. 
Each data point in an SVM model is 
represented by a point in k-dimensional space 
(where k is number of features). The value of 
each coordinate is used as the feature's value. 
Choosing a suitable hyperplane that clearly 
differentiates the classes is generally followed 
by categorization. SVM was first developed by 
Vapnik and has since caught the interest of 
scientists all around the world. Data is 
collected and divided into two distinct classes 
by an SVM classifier, generally speaking. A 
model is generated for the classification of test 
data once the classifier has been trained on 
some training data. Occasionally, a problem 
referred to as "multiclass classification" would 
arise. For this, several binary classifiers will be 
required. Studies on the use of SVM in 
classification have shown that it is more 
accurate than competing algorithms in terms of 
determining classifications [25]. SVMs 
outperform various traditional classifiers in 
experiments, according to the results. 
However, the SVM's performance varies widely 
depending on the dataset and the settings for 
the cost and kernel parameters. There are 
several kernel functions in this algorithm: 
There are three types of radial basis functions: 
polynomial, linear, and gaussian. (4) A sigmoid 
or tangent kernel is required. 
The Naive Bayes approach is a simple 
methodology for choosing problem occurrence 
class labels from feature value vectors while 
building classifier models. Instead of relying on 
a single methodology, a variety of approaches 
based on the same basic concept are used to 
train these classifiers. There is no way to tell if 
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one feature is more important than another if 
we only have the class variable to go on [26]. 
When learning under supervision, it is possible 
to train naive bayes classifiers for certain types 
of probability models. It's possible to deal with 
the naive bayes model without using bayesian 
probability or any other bayesian methods by 
using the maximum likelihood approach for 
parameter approximation for naive bayes 
models in a variety of practical applications. 
The Bayes theorem is combined with the 
"naive" assumption of independence between 
all pairs of attributes in naive Bayes classifiers, 
which are supervised learning algorithms 
 

4. Result Analysis 
The data set used in the experiment is NSL KDD 
[27]. There are 24 types of attacks in the NSL-
KDD dataset, and the data is either tagged as 
normal or as one of them. Probe, DoS, R2L, and 
U2R are all types of assaults that fall into one of 
these four categories. 
 

 Table 1: Result Comparison of Classifiers 

 
 

 
Figure 1: Result Comparison of Classifiers 

Table 1 and figure 1 compare the performance 
of several classifiers. The comparison research 
utilizes the three dimensions of accuracy, 
specificity, and sensitivity. When it comes to 
accuracy, KNN is the clear winner. The 
specificity of SVM and KNN models is similar, 
despite their different architectures. When it 
comes to sensitivity, KNN outperforms SVM 
 

5. Conclusion 
Forecasting network traffic is crucial for a 
variety of reasons, including dynamic 
bandwidth allocation, network security, and 
network design. The use of machine learning 
(ML) techniques to network traffic analysis has 
sparked a lot of attention. This article describes 
a method for studying network traffic. The 
technique is made up of three machine 
learning-based methodologies. The NSL KDD 
data set was used in the experimental inquiry. 
KNN, Support vector machine, and nave bayes 
are compared in terms of accuracy and other 
factors. 
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