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ABSTRACT

functions.

The problem has been formulated and the scientific and methodological foundations of
data processing systems for non-stationary objects based on neural networks, fuzzy set
models, fuzzy inference algorithms, and neuro-fuzzy networks have been developed.
Are proposed mechanisms for structural and parametric identification, finding a set of
terms of linguistic variables, rules of inference, determining the coefficients of fuzzy
rules, using the properties of self-adaptation, self-regulation, network organization, and
the formation of databases and knowledge. The efficiency of the implemented
algorithms was evaluated on the basis of test unimodal and multimodal output
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Relevance of the topic. A promising direction
for improving and developing models,
algorithms for data processing systems of non-
stationary objects is the use of neural networks
(NN), fuzzy set models, fuzzy inference
algorithms, neuro-fuzzy  networks, the
mechanisms of which are focused on
identifying time series and non-linear "input-
output” dependencies in conditions of
incomplete information, uncertainty [1,2].
However, the use of NFN to identify non-
stationary objects is associated with such
difficulties as the large dimension of the fuzzy
model parameter vector, the complexity of the
mathematical description and representation
of objects, the dependence of the
approximation efficiency on the size of the
formed training sample, establishing the
adequacy of the new model, transferring the
dynamic properties of time series to the NN

[3,4].

The key point in the implementation of
these approaches is the creation of
mechanisms for using the unique properties of
self-adaptation, self-regulation and network
organization of the NN to identify and process
data of non-stationary objects [5,6].

Fuzzy identification of non-stationary
objects. The identification data processing
model based on the NFN is represented with
tuples:

A=<{Xi,yi}, BR, DB, I, G(BR), L(DB), F>
where {X;y;}, (i=Ln) is the training
sample; BR - base of fuzzy rules; DB - database;
| - fuzzy inference mechanism; G(BR) -

generation and optimization of BP; L(DB) -

database generation and optimization; F is a
function that estimates the minimum standard
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deviation between the reference characters of
the output variable Yy i and the values obtained

on the basis of fuzzy identification in the form
of a point estimate for F(X;,P), P is the

vector of fuzzy logic parameters.

The problem of structural identification is
solved and methods for finding a set of terms of
linguistic  variables, rules of inference,
determining the coefficients of fuzzy rules,
processing data of non-stationary objects are
investigated [7].

As a basic model of fuzzy inference, it is
proposed to use the Takagi-Sugeno model of
the first order with rules of the form [8]:

IT;: ECJIK ectp Ay U..U X ecTb

Aj 1.1 Xy ectb A
TO

Y =KigXg +... + KijXj + ...+ Kip Xy + Kig

,1=1...n,
where Ay are fuzzy sets and their
corresponding membership functions (MF)
built in the input space X;;

kij(]=0,...,m) are the coefficients of

the function arguments.
The adopted model is characterized by
the use of a gaussian MF

C

2
4(X) = exp —[Lj |
O
(1)

where C is the center of the fuzzy set; o is the
steepness of the function.

To form a fuzzy knowledge base, a
method is proposed, which is a procedure for
sequential identification by a training sample
[9,10].

The result of the fuzzy control rule based
on the KB is represented by real numbers, and
the indices of the fuzzy sets of input variables
are tied to the coefficients of the fuzzy rules in
the form

Ab =< IFS;, IFS,,...,IFS, K, Ky,.... K, >

)

where IFS;,IFS,,...,IFS, are indices of

fuzzy sets for N input variables; Ky, Ky,...,K,, -

coefficients of fuzzy rules [11,12].

The required set of fuzzy control rules is
defined as:

IF X i1SIFSy; ...AND... X is IFS;, THEN

Rl:

Y =kgo +KppXg +.+ Kip Xy

IF Xqis IFSy; ...AND... x,, is IFS,, THEN
R2 .

Y =Kog +Ko1X1 +... + Kop X

IF xqis IFSql ..AND... X, Is IFSqn THEN
Rq :

The obtained results of theoretical
studies in the form of a set of fuzzy rules made
it possible to develop the following structural
identification algorithm based on the rules and
regulations of genetic systems [13,14].

Algorithm for structural identification
of NFN. The oprinciple of structural
identification of time series is to develop the
following procedures: generation of the initial
parameter AD; loop execution for each variant

of the time series Ag;; generation of inference

rules with coefficients taken from knowledge
base; calculating the affinity of Ab to Ag;.

The identification algorithm selects the
parameters of the fuzzy model and the
appropriate membership function (MF) and
includes the following steps [15,16].

Step 1. Generation of the most
appropriate control rules from the KB.

Step 2. Formation of a set of linguistic
terms.

Step 3. Fuzzy identification of a non-
stationary process, i.e. selection of informative
features from set C, formation of a modified

set C.
Step 4. Computing the affinity of the set

C” to the controlled Ag;.
Step 5. Correction of the result of
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identification and approximation and obtaining
A, filling the memory M.

Step 6. Suppression of the parameters of the
time series model leading to Ab.

Step 7. Selection of an informative
training sample corresponding to Ab by
eliminating the d worst samples.

Step 8. Checking the stop criteria. If not
reached, then go to step 2, otherwise go to step
4.

Step 9. Finish.

Based on the results of the algorithm, a
set of inference rules with calculated
coefficients of fuzzy rules is established.

As a result of identifying the "input-
output” dependencies for N input variables
X1, X5,...,X, and one output variable Y, in

accordance with the developed algorithm, a
training sample of the form

k k k k
(0 %, x (0, y ),

k=1K,
where Xl(k),Xék),...,Xr(]k),y(k) are the values of
input variables X;,X5,...,X,; and output

variable Y in the K th example; K is the total

number of examples in the training set.

The domain of definition of the input
variable is divided into segments, on each of
which a Gaussian MF is set, and the minimum
and maximum values of the input variable are
also set.

Next, bases of inference rules are formed,
on the basis of which parametric identification
is performed.

Algorithm for = parametric fuzzy
identification. The purpose of parametric
identification is to find such a fuzzy NFN model
with such a set of parameters for which the
quality of identification will be the best.
Parametric  identification  includes  the
procedure for optimizing the primary values of
the MF parameters, which consists in changing
the parameters of the terms of all linguistic
variables. The identified object is represented
by a fixed length string:

Ab :<Cll""'clm’

» CotreesComs OOy v Opgreens O )

)

where Cjj, ojj, I :ﬁ; J :1,_m; are the
parameters of gaussian MFs of the form (2) for
input variables, each of which has terms; each
of the MFs is specified in the range of a closed

interval of real numbers X =[Xin » Ximax 1-

Object identification based on fuzzy logic
rules is represented as

where Kjq,...,Kj,, 1 =1,q are coefficients q of
fuzzy rules

The developed parametric identification
algorithm is presented in the form of the
following steps.

Step 1. Initialize the initial Ab and run

the loop for the Ab; parameters.

Step 2. Selecting an appropriate MF for
AD; and calculating the affinity for Ag.

Step 3. Choice of N most appropriate
parameters.

Step 4. Formation of the set of linguistic
terms of fuzzy rules C.

Step 5. Selection of informative features

from the set, formation of the modified set c”.
Step 6. Calculation of the affinity of the set

C” to the set Ag.

Step 7. Correction of the result of
identification and approximation and obtaining
Ab , filling the memory M .

Step 8. Selection of an informative
training sample corresponding to Ab by
eliminating d worse samples.

Step 9: Checking the Stop Criteria If not
achieved, go to step 2, otherwise, go to step 4.
The result is a word form with better affinity,
containing the parameters of the MF.

The solution of problems of identification
and approximation of data in the second
direction was studied in detail in [4] by the
authors. Below, we will consider the
construction of a network for identifying and
approximating time series and “input-output”
dependencies based on fuzzy inference models
and a neural network.

Identification of non-stationary
objects based on NFN. As an example, we
consider a network with two input variables,
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each of which is represented by two MFs and
four fuzzy control rules. The outputs of the
neurons of the first layer are the values of the

Gaussian MF  (up (X)) and  pgi(X,),
I =1,2),calculated in accordance with (1).

The weights of the neurons of the second
layer are obtained by multiplying the outputs
of the first layer and represent the weight of
the rules:

Wi = ppi (%) x i (X2),
i=14.
In the third layer, the weight of the | -th

neuron is calculated as the ratio of the weight
of the I -th rule to the sum of the weights of all

W; .
rules: W, :z—', 1=14 .
Wi

The activation function of neurons of the

fourth layer is represented as
W; fi = PiXxy + QiXp + 15,

1=14,
where {P;,Q;,l;} are the fuzzy inference

parameters according to the I-th rule, in the
case of the Takagi-Sugeno model of the 1st
order.

In the neuron of the fifth layer, the output
is calculated as the sum of the outputs of the
previous layer:

F:ZV_Vifi, i:1,4.

To evaluate the effectiveness of the
implemented algorithms, experiments are
organized on the basis of the test output
functions given in Table. 1, where function 1 is
unimodal and function 2 is multimodal.

Table 1

Test function

Function scope

1 [F(X,Xp) =X + X3

Xl’ X2 (S [_3,3]

Fy (X, %) = 3(L— X,)? exp(=X{ — (X, +1)%) -

<10 -8 = Jexplf ) - Zexp(-05 1) - )

Xl’ X2 (S [_3,3]

The formed training sample consisted of
121 examples. Each test function is calculated
from all data in the training set.

The initial values of the MF parameters
are set in such a way that the MFs are evenly
distributed over the domain of definition of the
output functions.

It has been established that identification
algorithms based on fuzzy inference models
require significant computational time, which
is associated with the length of the string of
parameters presented in the antibody. When 3
terms are used for linguistic evaluation of input
variables, the length of the antibody string is 39
parameters, in the case of 5 terms - 95
parameters, in the case of 7 terms - 175
parameters.

Identification algorithms based on NFN
change not only the coefficients of fuzzy rules,
but also the number of fuzzy inference rules. If
in algorithms of fuzzy inference models the

number of rules for two input variables with
five MFs was 25 for both test functions, then
for algorithms based on NFN the number of
rules is reduced to 19 for test function 1 and to
23 for test function 2.

Conclusion. Thus, methods, algorithms and a
software package for processing data of non-
stationary objects have been developed based
on the use of models of fuzzy sets, fuzzy logic,
neural networks, neuro-fuzzy networks, as well
as their synthesized models. The obtained
mechanisms make it possible to carry out
identification, approximation of time series,
dynamic smoothing, using the methods of
parallel information processing, intellectual
analysis tools, unique properties of self-
adaptation, self-regulation, network
organization. It is determined that when
synthesizing NFN algorithms, the best results
of information processing are achieved due to

Eurasian Journal of Engineering and Technology

www.geniusjournals.org
Page |29



Volume 4| March, 2022

ISSN: 2795-7640

the combined adjustment of both fuzzy rules

parameters and MF parameters,

and the

accuracy of time series approximation is also
increased. NFN makes it possible to eliminate
the dependence of systems on the ergonomic
factor, reduces the role of a human expert in
making decisions in real conditions, and allows
for operational control and correction of
distortions of transmitted data under time
constraints in an interactive mode.
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